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The ground-state geometry of hypoxanthine was optimized at the MP2, B3LYP, and HF levels by employing
the 6-311++G(d,p) basis set. The vertical singlet transition energies were calculated at the CASSCF/
6-31+G(d), TD-B3LYP/6-311++G(d,p), and CIS/6-311++G(d,p) levels by using the MP2-, B3LYP-, and
Hartree-Fock-optimized geometries, respectively. In the case of the CASSCF calculations, the active space
consisted of the 2σ, 6π, and 4π* orbitals. Theσ orbitals were used to compute the nπ* transitions. The
effects of dynamic correlation on the CASSCF energies were considered at the second-order multiconfigu-
rational quasi-degenerate perturbation (MCQDPT2) theory. The effect of hydration was considered by including
three water molecules in the first solvation shell of hypoxanthine. The geometry of the molecule was also
optimized in the lowest singletππ* and nπ* excited states at the CIS/6-311++G(d,p) level. The characteristics
of the ground and excited-state potential energy surfaces were ascertained from a harmonic vibrational analysis
in the respective states. The molecular electrostatic potentials were computed in the ground and vertical singlet
ππ* and nπ* excited states. The computed vertical singlet transition energies are found to be in good agreement
with the corresponding experimental data. It has been suggested that hypoxanthine has a weakππ* transition
near 225 nm. The geometry of the molecule is found to be highly nonplanar in the lowest singletππ* excited
state and approximately planar in the lowest singlet nπ* state, except for the CO group which is displaced
appreciably out-of-plane from the ring plane. Hydration does not have a significant effect on the geometry of
the isolated molecule. The molecular electrostatic potentials are found to be altered in going from the ground
to different vertical singlet excited states. Significant reduction in the electrostatic potential magnitude near
the carbonyl oxygen site of the molecule is found in the lowest singlet nπ* excited state.

1. Introduction

Professor Michel Kasha is a pioneer in the electronic
spectroscopy of complex molecular systems.1 He has charted a
path in photophysical research that many have followed. The
famous “Kasha’s rule” states that “the emitting level of a given
multiplicity is the lowest excited level of that multiplicity.” 2

He first demonstrated the biprotonic transfer reaction in the
7-azaindole dimer under electronic excitation in 1969.3 The
present work, a theoretical study of the excited-state properties
of hypoxanthine, is dedicated to Professor Kasha as a tribute to
his continuous stimulating influence in the area of photophysics
of complex biomolecular systems.

This article is a continuation of our efforts in the studies of
the excited states of purines and pyrimidines through geometry
optimization.4 Such studies are important because the knowledge
of excited-state geometries by experimental determination is not
possible for molecules of these sizes. Experimental studies, for
example, have indicated a nonplanar excited-state geometry for
the pyrimidines,5 and such predictions have been supported by
theoretical studies.6 It is well-known that ultraviolet (UV)
radiation is very harmful for living systems and the level of
UV radiation is increasing as the layer of ozone is depleted.7

One of the most common and frequently UV-induced damage
to DNA is the formation of pyrimidine dimers.8 Another effect

of UV irradiation may be the formation of rare tautomers of
nucleic acid bases through photoexcitation, which are believed
to play an important role in point mutations.9

Hypoxanthine is a purine metabolic intermediate in living
systems.10 Its nucleotide analogue, inosinate, is the precursor
of adenylate and guanylate.10 In DNA, it is highly mutagenic;
during DNA replication it can code for guanine and forms a
base pair with cytosine.11 Structurally, hypoxanthine is closer
to guanine and can be formed by the deamination of guanine.10

It is also found as a minor purine base in transfer RNA.12

Hypoxanthine and guanine both exhibit keto-enol and N9H-
N7H tautomerism.13 However, the concentration of the enol
tautomer is much higher in the case of guanine compared to
the concentration of the same tautomer in hypoxanthine.13b

Different quantum chemical computations in the gas phase,14

matrix isolation studies,13 photoelectron spectra,15 and NMR
studies in dimethyl sulfoxide16 have suggested that the keto-
N7H form of hypoxanthine is more prevalent than the keto-
N9H form (a hydrogen is attached at the N1 site for both forms).
The existence of a small amount of the enol-N9H form of
hypoxanthine has also been suggested by using both theoretical
and experimental techniques.13,14 Theoretical calculations sug-
gest that under aqueous solvation, the keto-N9H form is favored
over the keto-N7H form and the enol-N9H form is largely
destabilized.14 The UV-spectroscopic study in water also predicts
the domination of the keto-N9H form over the keto-N7H form.17

In a crystalline environment, hypoxanthine exists as the keto-
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N9H tautomeric form.18 Earlier we have performed a detailed
theoretical study of four hypoxanthine tautomers (keto-
N1HN9H, keto-N1HN7H, enol-N1HN9H, and enol-N1HN7H)
at the Hartree-Fock (HF), DFT-B3LYP, and MP2 levels
employing the 6-31G(d,p) and 6-311++G(d,p) basis sets to
estimate the relative stability, concentration, tautomerization
constant, and the barrier height for proton transfers and the effect
of hydration on them.14a,bThe barrier height of tautomerization
was found to be reduced significantly with the inclusion of a
water molecule in the proton-transfer reaction path.14a,bWe have
also shown that the transition state corresponding to a proton
transfer from the keto form to the enol form of the hydrated
species has a zwitterionic structure. These results were found
to be in accordance with the molecular dynamics simulation
study of proton transfer in a protonated water chain, which was
described in the form of the collective movement of protons in
terms of either the H3O+ type or the H5O4

+ type.19 Experimental
studies of proton transfer on the 7-azaindole dimer have also
suggested the zwitterionic type of transition-state structure.20

It is generally known that the 260 and 200 nm absorption
bands of purines consist of two transitions with nonparallel
transition dipole moments; the relative intensity and positions
are dependent on the environment.21,22 Occasionally, a weak
transition near 225 nm is also observed, which is considered to
be the weakππ* or the nπ* type.21,23 In this paper, we have
performed investigations of the excited-state properties and
excited-state geometries of the natural form of hypoxanthine
(keto-N9H form) at the CASSCF level including the second-
order multiconfigurational quasi-degenerate perturbation theory
(MCQDPT2) level of dynamic correlation to energy, at the
TD-B3LYP level, and at the CIS level with the aim of studying
the following: (i) the performance of different methods in the
interpretation of electronic transitions, (ii) the geometry of
molecules in the lowest singletππ* or nπ* electronic excited
states, (iii) the interaction of water molecules in the excited state,
and (iv) molecular electrostatic potential (MEP) maps in the
ground and different excited states. We have considered three
water molecules in the first solvation shell of the hypoxanthine.

2. Computational Details

The ground-state geometries of hypoxanthine were optimized
at the HF, B3LYP, and MP2 levels of theories by employing
the 6-311++G(d,p) basis set and were found to have planar
(Cs) symmetry. The geometry of the hydrated form of the
molecule considering three water molecules in the first solvation
shell was also optimized at the HF/6-311++G(d,p) and B3LYP/
6-311++G(d,p) levels. The CASSCF level of theory employing
the 6-31+G(d) basis set and planar (Cs) symmetry was used to
compute vertical singlet transition energies of the molecule. The
ground-state optimized geometry at the MP2/6-311++G(d,p)
level was used for the CASSCF calculations. The CASSCF
active space consisted of the 2σ, 6π, and 4π* orbitals. Theσ
orbitals were used to compute the nπ* transitions. The CASSCF
energies were obtained by giving 100% weight to each state
except for the third and fifth singletππ* excited states, for which
the weight factors were 88 and 96.5%, respectively. Several
attempts were made to compute these states with 100% weight,
but convergence was not obtained. The effects of dynamic
correlation on the CASSCF energies were considered using the
MCQDPT2 theory.24

The vertical singlet transition energies were also computed
at the CIS25 and TD-B3LYP26 levels by using the HF- and
B3LYP-optimized geometries, respectively. The geometries of
the lowest singletππ* excited state of the isolated and hydrated

forms were optimized at the CIS level. The nature of the station-
ary points was ascertained by harmonic vibrational frequency
analysis both in the ground and excited states. The Gaussian
cubegen utility was used to generate electrostatic potential and
electron density cube files in the ground and excited states. The
electron density difference cubes were generated using the
Gaussian cubman utility by subtracting the ground-state density
cube obtained at the HF/6-311++G(d,p) level from the vertical
singlet excited-state density cube obtained at the CIS/
6-311++G(d,p)//HF/6-311++G(d,p) level. The MEP and
electronic density mappings and the analysis of MEP
values were performed using the gOpenMol program.27 The
6-311++G(d,p) basis set and Gaussian 94 and Gaussian 98
suites of programs were used for all but the CASSCF calcula-
tions.28 The CASSCF calculations were performed using the
GAMESS package.29 It is well-known that linear scaling is
needed for the CIS transition energies to compare the energies
with the corresponding experimental data.4a,b,30A factor of 0.72
has been found satisfactory for purines and pyrimidines, and
we have used the same scaling factor in this case also.4a,b,30

3. Results and Discussion

The structure and atomic numbering schemes of hypox-
anthine are shown in Figure 1. The ground-state geometry of
hypoxanthine was found to be planar at all applied levels,
namely the MP2/6-311++G(d,p), B3LYP/6-311++G(d,p), and
HF/6-311++G(d,p) approximations. The computed ground-
state dipole moment was found to be 4.72, 5.13, 5.07, and
5.22 D at the CASSCF/6-31+G(d)//MP2/6-311++G(d,p),
MP2/6-311++G(d,p), B3LYP/6-311++G(d,p), and HF/
6-311++G(d,p) levels, respectively. The experimental measure-
ment of the dipole moment of hypoxanthine was performed in
acetic acid, and the measured value is 3.16 D.31 Therefore, the
CASSCF-computed dipole moment is relatively closer to the
experimental value than those obtained from the other methods.

Figure 1. (a) Structure and atomic numbering schemes of hypoxan-
thine; the Φ shows the transition moment direction according to
Tinoco-DeVoe convention, (b) geometry in the lowest singletππ*
excited state, (c) geometry in the lowest singletnπ* excited state, and
(d) geometry of hydrated form in the lowest singletππ* excited state.
The upper indices represent ground state and the lower indices represent
excited-state parameters.
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The experimental dipole moments of purines and pyrimidines
are found to be solvent dependent.31 Therefore, the calculated
discrepancy in our case might be due to the nature of the
observed dipole moment of purines,31 which is dependent on
the solvent or may be due to the presence of minor tautomers
of the molecule in acetic acid.13-17

3.1. Electronic Transitions. The vertical singletππ* and
nπ* transition energies of hypoxanthine obtained at different
levels of theories are presented in Table 1 along with selected
experimental data. Some transitions of theπσ*/Rydberg type32

were also obtained at the CIS and TD-B3LYP levels but are
not presented here. The CASSCF natural orbital occupation
numbers for the ground and singlet excited states are shown in
Table 2. In this table, 1n and 2n represent lone pair orbitals,
3π-8π are occupiedπ orbitals, and 9π-12π are virtualπ*
orbitals. Table 2 suggests that, generally, the HOMO-1,
HOMO, LUMO, and LUMO+1 orbitals (7π-10π) are involved
in the singletππ* excitation processes. Contributions from the
HOMO and LUMO orbitals are largest and play a major role
in the excitation processes. In some cases, small contributions
from the HOMO-2 and LUMO+2 orbitals (6π and 11π) are
also revealed (Table 2).

A comparison of the singletππ* transition energies obtained
using different methods suggests that there is good cor-
respondence between the MCQDPT2 and scaled CIS transition
energies within an accuracy of about 0.2 eV, except for the
second transition for which the margin of error is larger (Table
1). Although the first twoππ* transition energies obtained
through the TD-B3LYP method are in good agreement with
the corresponding MCQDPT2 and scaled CIS data, the higher
transitions show significant error (Table 1). Experimental
absorption transitions of 9-methylhypoxanthine obtained in the
vapor phase, in trimethyl phosphate, and in water are presented
in Table 1 for comparison.33 The computed MCQDPT2 transi-
tion energies at 4.63, 5.35, 5.78, and 6.31 eV are in good
agreement (within an accuracy of 0.2 eV) with the experimental

transition energies of 9-methylhypoxanthine in the vapor phase
near 4.41, 5.19, 6.05, and 6.42 eV (Table 1). The computed
transition energies of hypoxanthine at the TD-B3LYP level at
4.75, 5.43, 6.44, and 6.89 eV and at the CIS level at 4.40, 5.00,
5.81, and 6.07 eV (scaled values) can also be correlated
satisfactorily with the vapor phase experimental data (Table 1).
However, the margin of error is larger than for those obtained
at the MCQDPT2 level. The absorption of 9-methylhypoxan-
thine in an aqueous solution with a pH of 6.1 shows a broad
shoulder in the range of 4.59-4.77 eV and peaks near 4.98
and 6.20 eV.33a The computed transition energies of hydrated
hypoxanthine at the TD-B3LYP level at 4.82, 5.36, and 6.34
eV and at the CIS level at 4.46, 4.96, and 5.85 eV (scaled values)
can be compared with the corresponding experimental data of
9-methylhypoxanthine in aqueous solution (Table 1). The TD-
B3LYP results are in good agreement with the experimental
data except for the second transition for which the margin of
error is larger. On the other hand, the CIS results agree better
for the lower transitions. The computations also predict the
existence of a weakππ* transition in the range of 5.3-5.5 eV
at the CIS level, 6.2-6.3 eV region at the TD-B3LYP level,
and at 5.48 eV at the MCQDPT2 level. The existence of such
a transition has neither been observed in the vapor spectra nor
in the aqueous solution. However, CD spectra of deoxyinosine
5′-phosphate show a weak peak near 225 nm (5.51 eV) which
corresponds to a minimum in the absorption, and such a
transition has been suggested because of the existence of a weak
ππ* or nπ* transition.23 The 5.48 eV transition obtained at the
MCQDPT2 level in the gas phase is expected to be blue-shifted
in the hydrogen-bonded environment because the dipole moment
of this state is lower than the ground-state dipole moment at
the CASSCF level. This transition is in excellent agreement with
the CD prediction of the 5.51 eV region transition.23 Therefore,
it appears that our computed results resolve ambiguity of the
nature of the 5.51 eV experimental transition in favor of the
existence of a weakππ* transition. It is well-known that, for

TABLE 1: Computed and Experimental Transition Energies (∆E; eV), Dipole Moments (µ; Debye), Oscillator Strengths (f),
and Transition Moment Directions (Φ;°), According to Tinoco-DeVoe Convention of Hypoxanthine

MCQDPT2 CASSCF CISa TD-B3LYP

isolated isolated isolated hydrated isolated hydrated experimentalb

∆E ∆E µ ∆E ∆E1 f Φ µ ∆E ∆E1 f Φ ∆E f Φ ∆E f Φ ∆E2 ∆E3 ∆E4

ππ* transitions
4.63 5.62 2.66 6.11 4.40 0.247 -61 4.31 6.20 4.46 0.209 -57 4.75 0.139 -74 4.82 0.100 -78 4.41 4.46 4.59-4.77
5.35 6.55 4.66 6.95 5.00 0.362 56 6.68 6.89 4.96 0.427 54 5.43 0.146 43 5.36 0.141 41 5.19 5.02 4.98
5.48 6.92 3.80 7.35 5.29 0.045 24 4.61 7.49 5.39 0.016 8 6.22 0.003-66 6.29 0.038 -3 5.51c

5.78 7.97 5.87 8.07 5.81 0.102 20 4.31 8.12 5.85 0.100 26 6.44 0.065 34 6.34 0.023 24 6.05 6.26 6.20
6.31 8.40 6.83 8.43 6.07 0.034 77 4.32 8.53 6.14 0.175 68 6.89d 0.116 47 6.74 0.410 64 6.42 6.70

nπ* transitions
5.75 6.62 3.45 6.88 4.95 0.0001 3.12 7.19 5.18 0.0001 5.26 0.0001 5.41 0.0015
6.06 7.19 4.84 7.50 5.40 0.0036 6.90 7.72 5.56 0.0042 5.30 0.0001 5.47 0.0007

a ∆E1 represents scaled transition energies (scaling factor 0.72).b Absorption transition of 9-methylhypoxanthine,∆E2 ) vapor phase,∆E3 )
in trimethyl phosphate solution,∆E4 ) in water at pH 6.1 [ref 33a].c From the CD measurement of deoxyinosine 5′-phosphate [ref 23].d Rydberg
contamination.

TABLE 2: CASSCF Natural Orbital Occupation Numbers for Hypoxanthine in the Ground and Excited States

statea 1n 2n 3π 4π 5π 6π 7π 8π 9π 10π 11π 12π

S0 1.998 1.998 1.994 1.988 1.949 1.940 1.957 1.911 0.041 0.075 0.082 0.067
1-ππ* 1.987 1.998 1.976 1.999 1.947 1.886 1.941 1.378 0.048 0.620 0.140 0.079
2-ππ* 1.999 1.998 1.988 1.985 1.938 1.925 1.657 1.170 0.805 0.383 0.099 0.054
3-ππ* 1.999 1.998 1.990 1.979 1.914 1.847 1.624 1.279 0.662 0.439 0.198 0.072
4-ππ* 1.999 1.998 1.981 1.962 1.948 1.911 1.631 1.202 0.766 0.368 0.171 0.063
5-ππ* 1.999 1.998 1.976 1.954 1.937 1.881 1.638 1.317 0.743 0.378 0.114 0.064
1-nπ* 1.048 1.951 1.992 1.994 1.971 1.944 1.874 1.951 0.978 0.166 0.087 0.044
2-nπ* 1.693 1.306 1.993 1.993 1.962 1.950 1.938 1.887 0.755 0.399 0.080 0.043

a Numbers 1,2,3... represent corresponding singlet excited state in ascending order of energy.
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purines such as adenine and guanine, the 260 (4.77) and 200
nm (6.20 eV) absorption bands are composite in nature.21,34

Similar trends have also been found for hypoxanthine in which
the MCD spectra suggest that the 260 and 200 nm absorption
bands of hypoxanthine are composed of at least two transitions
and that their transition moment directions are nonparallel to
each other.22 Two components of the 260 nm band are observed
near 4.41 and 5.19 eV in the vapor phase and near 4.59-4.77
and 4.98 eV in aqueous solution in the case of 9-methylhypox-
anthine.33 For the 200 nm band in the vapor phase, the spectra
of 9-methylhypoxanthine show transitions near 6.05 and 6.42
eV, while in an aqueous environment such resolution is not
obtained.33 The observed splitting of the 260 and 200 nm
transitions is also revealed in our computations. The computed
transition moment directions at the TD-B3LYP and CIS levels
generally support the nonparallelism of the corresponding
transition moment directions (Table 1).

Clark has suggested the existence of nπ* transitions near 5.08
and 6.08 eV in 2-deoxyadenosine34aand near 5.21 and 6.32 eV
for the model spectrum of guanine34b from the single-crystal
polarized absorption and reflection measurements. To the best
of our knowledge, the experimental information about nπ*
transitions of hypoxanthine is not available. However, because
hypoxanthine is structurally more similar to guanine than
adenine, the experimental knowledge regarding the nπ* transi-
tions of guanine can be used to predict the nπ* transitions of
hypoxanthine. MCQDPT2 calculations predict nπ* transitions
near 5.75 and 6.06 eV; however, these transition energies are
expected to increase under hydrogen-bonding environments. The
TD-B3LYP method predicts the nπ* transitions for the hydrated
hypoxanthine at 5.4 and 5.5 eV, while the CIS method predicts
such transitions near 5.18 and 5.56 eV (Table 1). It appears
from the above discussion that the first two nπ* transitions of
hypoxanthine may be located near the 5.2 and 6.1 eV region.

3.2. Excited-State Geometries.The ground-state geometry
of hypoxanthine is planar in the isolated and hydrated forms.
The geometries in the lowest singletππ* excited state is
appreciably nonplanar. Such out-of-plane deformation is local-
ized mainly around the N1-C2 bond in the six-membered ring.
The geometry of the molecule in this state is shown in Figure

1b. This figure clearly shows that the C2H part is appreciably
out-of-plane compared to the rest of the ring. The geometrical
parameters computed at the HF and CIS levels in the ground
and excited states are shown in Table 3. This table suggests
that in going from the ground state to the lowest singletππ*
excited state, the C2N1, N3C2, and C5C4 bond lengths are
increased by about 0.024, 0.095, and 0.058 Å, respectively,
while the C4N3 bond length is decreased by about 0.070 Å. A
significant change in the geometrical parameters is not found
in going from the isolated to the hydrated form. In going from
the ground state to the lowest singlet nπ* excited state,
significant out-of-plane displacement in the C6O6 group is
revealed; however, the ring geometry is approximately planar
(Figure 1c). The CO bond length is also increased appreciably
by about 0.089 Å in this state as compared to the corresponding
ground-state value (Table 3). In the case of the hydrated species,
the hydrogen bond distances shown in Figure 1d do not reveal
significant changes in going from the ground to the lowest
singlet ππ* excited state. The geometrical deformation of
hydrated hypoxanthine in theππ* excited state is similar to
those predicted in the isolated form.

3.3. Molecular Electrostatic Potential and Electron
Density Difference Maps.Ground and vertical singlet excited-
state MEP maps obtained at the HF/6-311++G(d,p) and CIS/
6-311++G(d,p) levels, respectively, are shown in Figure 2,
while the minimum potential (-Vmin) values at different sites
are presented in Table 4. MEP features are modified in going

TABLE 3: Ground and Lowest Singlet ππ* and nπ* Excited-State Geometrical Parameters of Hypoxanthine and Its Hydrated
Forma

S0 1-ππ* S0 1-ππ*
1-nπ* 1-nπ*+3W +3W +3W +3W

C2N1 1.353 1.349 1.377 1.377 1.353 C5C4N9 105.5 105.8 104.3 104.5 105.3
N3C2 1.275 1.279 1.370 1.374 1.274 N7C8N9 112.9 113.1 114.0 114.2 112.6
C4N3 1.361 1.361 1.290 1.291 1.371 C4N9C8 106.3 106.2 106.3 106.4 106.4
C5C4 1.366 1.367 1.424 1.425 1.361 O6C6N1 120.2 120.4 121.4 122.0 116.5
C6N1 1.410 1.399 1.428 1.412 1.433 O6C6C5 130.6 129.4 128.3 127.1 116.4
C6C5 1.442 1.434 1.461 1.460 1.469 H1N1C2 119.0 119.1 116.9 117.6 117.5
N7C5 1.374 1.375 1.354 1.353 1.367 H2C2N3 119.4 119.4 119.5 119.4 119.0
C8N7 1.280 1.283 1.293 1.299 1.286 H8C8N9 121.6 121.6 121.5 121.7 121.9
N9C4 1.354 1.352 1.370 1.368 1.357 H9N9C8 127.6 128.6 127.2 128.7 127.5
N9C8 1.370 1.364 1.361 1.352 1.365 N3C2N1C6 0.0 0.2 -58.6 57.8 2.0
O6C6 1.189 1.201 1.182 1.191 1.278 C4N3C2N1 0.0 0.0 45.4-44.9 -3.4
H1N1 0.997 1.003 0.997 1.002 0.994 C5C4N3C2 0.0 -0.1 -7.4 7.2 1.4
H2C2 1.076 1.075 1.072 1.071 1.077 C6C5C4N3 0.0 -0.1 -16.6 16.8 2.0
H8C8 1.071 1.071 1.072 1.071 1.071 N7C5C4N3 180.0 180.0-177.2 177.6 176.8
H9N9 0.993 0.999 0.993 1.000 0.993 C5C6N1C2 0.0 -0.3 28.6 -27.7 1.6
N1C2N3 125.1 125.3 118.6 119.1 126.6 N1C6C5N7 180.0-179.8 161.3 -161.9 175.3
C2N3C4 112.3 112.4 110.1 110.0 112.2 C8N7C5C4 0.0 0.0 -1.8 1.8 0.7
N3C4C5 128.4 127.7 125.0 124.7 128.5 N9C8N7C5 0.0 0.0 2.2 -2.1 -0.1
C2N1C6 126.0 125.4 114.3 114.3 124.4 O6C6C5C4 180.0-179.8 -173.5 172.7 131.5
C4C5C6 119.0 119.0 118.6 118.7 118.7 N3C2N1H1 180.0-179.9 167.0 -165.5 170.6
N1C6C5 109.3 110.2 110.3 110.9 109.5 H2C2N1C6 180.0-179.9 138.3 -139.7 -177.4
C4C5N7 110.4 110.2 110.0 109.8 110.8 H8C8N7C5 180.0 180.0-177.9 178.1 179.9
C5N7C8 104.8 104.7 105.3 105.2 104.8 H9N9C8N7 180.0 180.0 178.7 179.3 178.3

a The “+3W” represents the corresponding hydrated form.

TABLE 4: Computed Minimum MEP Values ( -Vmin;
kcal/mol) near the Different Sites of Hypoxanthine in the
Ground and Vertical Singlet Excited States Obtained at the
HF/6-311++G(d,p) and CIS/6-311++G(d,p) Levels

-Vmin

states N7 O6a N3

S0 70.3 70.3 45.8
1-ππ* 59.0 56.5 48.3
2-ππ* 64.6 63.4 32.6
1-nπ* 70.3 23.2 57.7

a Values are located toward the N7 site at an angle of about 60°
from the C6O6 direction, except for the 1-nπ* excited state.
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from the ground to different excited states (Figure 2). Data
shown in Table 4 suggest that, in the ground state, the minimum
potential values at the N7 and O6 sites are the same, while at
the N3 site it is significantly weaker. In going from the ground
state to theππ* singlet excited states, potential magnitudes at
the N7 and O6 sites are reduced, while at the N3 site it is slightly
increased for the first singletππ* (1-ππ*) excited state but
significantly reduced for the second singletππ* (2-ππ*) excited
state. A significant difference is also revealed between the MEP
values of the twoππ* states. The MEP magnitudes at the N7
and O6 sites are weaker in the 1-ππ* state than the correspond-
ing sites in the 2-ππ* excited state; the reverse is true for the
N3 site for these two states. In going from the ground state to
the lowest singlet nπ* (1-nπ*) excited state, although the

minimum potential value at the N7 site remains the same, at
the N3 site it is increased. A most significant feature is observed
in terms of the large reduction of potential magnitude at the
O6 site of the molecule in this state (1-nπ*). The large reduction
in the minimum potential value at the O6 site can be explained
in terms of the characterization of this state as being due to the
excitation of the carbonyl lone pair electrons. Thus, the above
discussion reveals that the MEP features are significantly
changed in going from the ground state to the different vertical
singlet excited states.

The electron density difference maps obtained by subtracting
the ground-state electronic density from the excited-state density
are presented in Figure 3. The density difference maps clearly
show the migration of densities in going from the ground state

Figure 2. Hypoxanthine with molecular electrostatic potential mapped onto the electron density: (a) ground, (b) 1-ππ*, (c) 2-ππ*, and (d) 1-nπ*
state. The isosurface value is 0.005 with a range for the MEP of-0.11 to 0.11 au.

Figure 3. Density difference maps of hypoxanthine: (a) 1-ππ*-S0, (b) 2-ππ*-S0, and (c) 1-nπ*-S0. The blue and red show the increase and
decrease in electron density, respectively. The isosurface for (a) and (b) corresponds to 0.003, while for (c) it corresponds to 0.007 au. The red
indicates the negative and blue indicates the positive isosurface.
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to different vertical singlet excited states of hypoxanthine. In
going from the ground state to the first vertical singletππ*
excited state, density is modified mainly around the C2-N3-
C4-C5, C8-N9, and carbonyl part of the molecule. In the case
of the second vertical singletππ* excited state, the density is
modified mainly in the C4-C5-N7-C8 and C6O6 part of the
molecule. In going from the ground state to the lowest singlet
nπ* excited state, the change in charge density is localized
mainly at and around the carbonyl group of the molecule.

4. Conclusions

Computed transition energies of hypoxanthine obtained at the
MCQDPT2 level are generally in agreement within an accuracy
of 0.2 eV with the experimental transition energies. Our study
resolves the existing ambiguity of the 225 nm transition in favor
of a weakππ* transition. The excited-state geometry of the
isolated and hydrated forms of the molecule in the lowest singlet
ππ* excited state is found to be highly distorted, and such out-
of-plane deformation is localized in the six-membered ring of
the molecule. The MEP features are significantly modified in
going from the ground state to different vertical singlet excited
states. The MEP maps are also quite different among the vertical
singlet ππ* excited states. As compared to the ground state,
the potential magnitude in the vertical singlet nπ* excited state
is drastically reduced at the carbonyl oxygen site which is
involved in the nπ* excitation.
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